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Abstract – In digital communication, convolutional codes are 

important to control the errors between the transmitter and 

receiver. Convolutional code is a type of error correction code 

(ECC) which can perform both error detection and correction 

operation between transmitter and receiver side. Here 

information bits are transformed serially through the 

architecture which is one of the major advantages as compared to 

block code method. The convolution encoder uses XOR gate 

which acts as main element in the convolution process. 

Convolution code which is performed based on the XOR 

operation has a main drawback of consuming high power initially. 

So it becomes necessary to replace the XOR operation with a low 

power consumption component mainly in low power applications. 

MUX acts a good alternative to XOR which consumes less power 

as compared to the XOR gate. In this work, two different type 

MUXs are involved to perform convolutional encoder operation 

for the encoding process. From these proposed approach can be 

reduce the power consumption, circuit complexity and also reduce 

the read only memory (ROM) size nearly 50%. 

Index Terms – Forward Error Correction (FEC), Convolutional 

Code(CC), Common Sub Expression (CSE) and Error Correction 

Code(ECC). 

1. INTRODUCTION 

In communication, a convolutional code is a type of error-

correcting and detection code that generates parity symbols via 

the sliding application of a polynomial function to a data 

stream. The sliding application represents the 'convolution' of 

the encoder over the data, which gives rise to the term 

'convolutional coding.' Time invariant trellis decoding allows 

convolutional codes to be maximum-likelihood soft-decision 

decoded with reasonable complexity. The ability to perform 

economical high likelihood smooth decision decoding is one of 

the major advantage of convolutional codes. This is in contrast 

to classic block codes, which are generally represented by a 

time-variant trellis and therefore are typically hard-decision 

decoded. Convolutional code consists of three parameters. 

Convolutional codes are mainly characterized by the proper 

base code rate and the depth of the code or memory of the 

encoder [n,k,K]. The base code rate is typically given as n/k, 

where n is the input data rate and k is the output symbol rate. 

The depth is mainly known as constraint length (K), thus the 

output of the process is a function of the present input as well 

as the previous K-1 inputs. The depth may also be given as the 

number of memory elements 'v' in the polynomial or the 

maximum possible number of states of the encoder (typically 

2^v). 

The base code rate of a convolutional code is generally 

modified via symbol puncturing. For example, a convolutional 

code with a 'mother' code rate n/k=1/2 may be punctured to a 

higher rate of, for example, 7/8 simply by not transmitting a 

portion of code symbols. The performance of a punctured 

convolutional code generally scales well with the amount of 

parity transmitted. The ability to perform economical soft 

decision decoding on convolutional codes, as well as the block 

length and code rate flexibility of convolutional codes, makes 

them very popular for digital communications.  

The encoder operates on the incoming message sequence 

continuously in serial manner [9].The buffer is not needed. The 

code words generated are non-systematic codes. In 

convolutional encoder mainly depends on XOR operation [15] 

which is the main operation for the encoder process. It 

consumes more dynamic power through entire operation of 

convolution process[7] & [8] and then using of common sub 

expressions element (CSE) method the same bit output data 

produce for the given different inputs can be identified and then 

it will be eliminated [13] & [10]. 

2. DESIGN AND IMPLEMENTATION 

Convolution operation is realized using a deterministic finite 

state machine (DFSM). Its hardware implementation requires a 

combinational and memory device. The discrete convolution 

for the encoded sequence (CJ) can be expressed in terms of 

information sequence (II) with the generator sequences (GI) by 

the following equation [4]. 

                 CJ=∑ Ij − i M
𝑖=0 Gi……………………… (1) 
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Further shift register (SR) based realization of (1) for encoded 

sequence (CJ) depends upon the length (L) of SR, the present 

input IJ and M previous input blocks[IJ-1,……,IJ-M] to yield(2) 

   CJ=∑𝑛
∝=1 [∑ 𝐼𝑗 − 𝐼 ∝ 𝑔𝛼𝛽𝑀

𝐼=0 ]…………. (2) 

The equation (2) can be used to realize a CDMA2000 

Convolutional Encoder with g0(x) = (753) and g1(x) = (561) as 

generator polynomials, having a code rate k=(1/2) and 

constraint length K=9. The conventional convolutional encoder 

for CDMA-2000 shown in a figure 2 [3]. 

 

Figure 1 Conventional Diagram 

The implementation of convolution encoder depends on 

following few processes.  

1. Assignment 

2. Grouping  

3. Decomposition and  

4. Restoring 

 
Figure2 Block Diagram of Convolution Encoder Architecture 

From the above block diagram the input data can be given to 

the architecture. Then the data can be performing the basic 

convolution operation. After that process the similar output 

data are grouped. From the decomposition process to separate 

the input data into two subparts (i.e.) row tag (RT) and column 

tag (CT).  After that process the data can be restored and 

forming a new RT input. With help of assignment a 

decomposition process the table1 can be formed.  

Table 1 Convolution Output 

 

Table 2 Isomorph States for RT 

 

After the decomposition process the output data’s are grouping 

based on their isomorph states. Isomorph is nothing but the 

similar output will produce for given different inputs.  Then it 

form like table2. Finally to find the new RT input, it will be 

applied to the multiplexer. The new RT table 3 shown [3]. 

Table3 New RT based on Isomorph 

 

From these four operations, to find a new row tag (RT), this 

will be applied to the 32:1 MUX. From the given 8-bit input 

data the most significant bit (MSB) will be selected and 

performing the operation. Then the output will flows through 

2:1 MUX, depends on the control line it will produce the 
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output. After that the output data will be stored their 

corresponding address location in ROM. 

 

Figure3 Reduced ROM Encoder Architecture 

Then the encoder architecture has been further to realize a 

CDMA2000 Convolutional Encoder with g0(x) = (753) and 

g1(x) = (561) as generator polynomials, having a code rate k= 

(1/2) and constraint length K=9 with modifying the 2:1 MUX 

into 8:1 MUX. In that operation the given 8- bits input data, to 

use 5 bits (D7 to D3) as the selection for the 32:1 MUX. Based 

on the selection line it will select one of the New RT Inputs and 

to produce an output value (2 bit). Then the con-coordinate 

operation can be performed between 32:1 MUX output data 

and given 8-bit input data. That operation can be used to form 

eight input value. Let us consider a= 32:1 MUX output (2bit) 

and b= D1D0 value from the 8-bit input data. The output of 

8:1MUX is 2 bit since, code rate r= (1/2). So, have to perform 

a Con-coordinate operation. Con-coordination is the process of 

joining the two bit values.  

 

Figure4 MUX Based Convolutional Encoder Architecture 

From the above eight con-coordinate equations used to frame 

the eight (2bit) input. This input 8 input given to the MUX then 

the output will produce depend on the 3 bit selection line input 

data, after that the output values are already stored in certain 

memory location. In that process, to create an array of memory 

location for the given input and to find the equal memory 

location of the input bit. 

3. RESULT 

The MUX based convolutional encoder architecture is 

implemented on Xilinx using VHDL code. This architecture 

encoded at a generator polynomial, code rate r=1/2 and 

constraint length K=9. The comparison of various parameters 

like number of IOB’s, LUT’s and frequencies shown in table 

4. 

Table 4 Comparison Table 

 

 The Xilinx XPower analyzer tool used to find the dynamic 

power consumption of the MUX based convolutional encoder 

architecture at a clocking rate of 1000ns. The overall parameter 

comparison graph and power consumption shown in figure 5 & 

6. 

 

Figure5 Comparison Graph 
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Figure6 Power Calculation 

4. CONCLUSION 

The result shows the MUX based encoder architecture using 

common sub-expressions method and parallel processing 

technique. This technique helps to reduce power consumption 

and the circuit complexity for data transmission and reception 

process compare to XOR free architecture. This brief has 

presented a new partially parallel encoder architecture which is 

developed for a long XOR Free Encoders. Many optimizations 

techniques have been applied to derive the proposed 

architecture. Therefore, the proposed architecture provides a 

practical solution for encoding a long MUX based Encoder. 

Finally to get the encoder output data bits with reduce the ROM 

size nearly 50% using MUX based architecture. 
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